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With the release of ChatGPT, an era of generative artificial 
intelligence (genAI) began, and along with it, a spectrum of genAI 
models — from open to closed — has emerged. In this article, we 
discuss how the “openness” of various components of genAI models 
offers benefits and drawbacks with respect to transparency, control, 
innovation and usability, along with legal risks counsel should 
consider.

What makes a genAI model “open” remains subject to debate. 
For example, the April 2024 draft Open Source AI Definition 
(OSAID) from the Open Source Initiative suggests an open artificial 
intelligence system is one made available under terms granting 
the freedoms to use, study, modify and share the system for any 
purpose.
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The draft OSAID further specifies that access to enough information 
about the training data to allow a skilled person to recreate the 
system, the source code to train and run the system and the weights 
or parameters of the system are preconditions to exercise of those 
requisite freedoms.

Most practitioners have not adopted the OSAID and instead refer to 
open genAI systems more loosely — typically, open refers to models 
with weights published with the code to run the model, and “closed” 
or “proprietary” models are those where weights are unpublished. 
But use of such model weights and code for open genAI models 
may be subject to various restrictions, including restrictions on 
commercial use or modification, that are not in keeping with the 
freedoms listed in the draft OSAID.

Details regarding the data and training code of such open 
models may not be accessible, making reproduction of the model 
impracticable. Thus, referring to a genAI model as open or “open 
source” leaves out many of the details regarding the scope of 
freedoms and access.

Closed genAI models typically maintain not just their weights, but 
also the underlying architecture, source code and training data, 
as proprietary and confidential. Access to these models is usually 
provided through APIs (Application Programming Interfaces, which 
enable software components to communicate with each other). APIs 
allow external software to utilize the model’s capabilities without 
disclosing the underlying source code or model weights.

These APIs usually run on remote backend servers optimized for 
performance and more powerful than hardware typically available 
to end users, allowing companies to deploy larger models, 
safeguard their intellectual property, charge for access, control use 
cases and implement safety checks. Examples include GPT-4o from 
OpenAI and Gemini Pro from Google.

In contrast, open models are released based on a philosophy of 
transparency and collaboration. The source code used to train and 
run the model — and often the pre-trained model weights — are 
publicly accessible, fostering an environment where the community 
can inspect, improve and innovate.

While many open models are also available through APIs, these 
models can often be run on local, consumer-grade hardware, 
which allows for greater flexibility and customization and mitigates 
concerns regarding third-party access to sensitive data. Examples 
include OpenAI’s Whisper for speech-to-text applications and 
Google’s Gemma-2-27B.
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Proponents of open models argue transparency mitigates potential 
biases, promotes innovation and democratizes access, spurring 
decentralized development. They contend open models foster 
community-driven improvements and broader application of the 
technology. Advocates of closed models emphasize the ability to 
control use cases, implement robust safety and harm reduction 
measures and provide for sustainable business models. They 
emphasize closed models enable better regulation of misuses, such 
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as the creation of deep fakes and harmful code or applications that 
perpetuate unlawful or pernicious bias and discrimination.

As the debate between proponents of open and closed models 
plays out, there are several key legal and operational implications of 
adopting open genAI to weigh.

Notwithstanding the ideals the OSAID reflects, open models often 
come with a number of licensing restrictions. These restrictions can 
limit commercial use, require attribution or impose other conditions 
that affect the models’ use. Legal counsel must review these 
licensing terms to ensure compliance and to avoid potential legal 
conflicts, especially when integrating open models into commercial 
products or services.

Note that inconsistencies in licensing across a model’s components 
and training data can further complicate the use of open models. 
Distinct licenses may govern different parts of a model — such as 
the code, pre-trained weights, datasets or a fine-tuned version of 
the underlying model. This can lead to potential legal conflicts if the 
licenses are incompatible. For instance, a model might incorporate 
components that prohibit commercial use alongside others that 
would allow it.

Users considering whether to rely on 
open models should consider if their use 
heightens the risk the user will ultimately 

bear various unmitigated liabilities, 
including for copyright infringement.

In addition, while the training data may not materially differ as 
between open and closed models, the use of open datasets — 
such as the Books3 dataset, which contains the text of nearly 
200,000 books — introduces significant copyright risks.

For example, developers of popular genAI models are facing 
infringement suits based on allegations they trained models on 
Books3 without permission from copyright holders. The model 
developers have argued their use of books or other content to 
train genAI models constitutes fair use under applicable copyright 
law. Such ongoing legal battles underscore the inherent risks and 
complexities of using open datasets.

In response, a number of companies making closed models 
commercially available have agreed to indemnify users for 
intellectual property infringement claims based on use of the 
models or their outputs. Closed models also often include filtering 
mechanisms to remove content that might infringe copyrights 
from outputs, and use of such filters is typically a condition of 
indemnification.

In contrast, open models are generally licensed “as is,” without 
warranties, indemnities or filters, potentially increasing the risk of 
copyright infringement. Users considering whether to rely on open 
models should therefore consider if their use heightens the risk the 

user will ultimately bear various unmitigated liabilities, including for 
copyright infringement.

That said, open models’ licensing terms typically provide (expressly 
or by default under applicable law) that users own their inputs and 
outputs, without further obligation to license or otherwise make 
them available to third parties. While some closed models similarly 
give users’ rights in inputs and outputs, there are often licenses 
granted back to the vendor that may undermine the rights the user 
may expect to have in inputs and outputs and create greater risk of 
intellectual property or confidential information leakage.

Legal counsel need to weigh such trade-offs based on the intended 
use cases to determine whether it is appropriate to take on 
incremental copyright risk to retain rights in and confidentiality of 
inputs and outputs.

In addition to copyright risks, open datasets often contain personal 
data scraped from the internet, raising significant privacy concerns. 
Compliance may require the technically challenging tasks of 
removing personal data or anonymizing or pseudonymizing all data 
before use.

While both closed and open models may rely on open datasets 
containing personal data, privacy risks may be lower when using 
closed models, as the companies offering closed models may be 
more likely to have proprietary techniques to filter personal data 
from the training data or the outputs for purposes of their own 
privacy compliance.

Open models’ public access to the source code and model weights 
may foster collaboration and innovation, but it also introduces 
security risks. For example, malicious actors can exploit this openness 
to introduce vulnerabilities or manipulate the model’s behavior by 
altering its weights and publishing the modified versions.

To safeguard the integrity and reliability of these models, 
organizations should implement robust security measures, ensure 
models are retrieved from trusted sources and conduct thorough 
testing and continuous monitoring. While cybersecurity concerns 
also apply to closed models, the existence of a vendor counterparty 
to whom risks can be shifted may mitigate the risks to users.

Finally, while open models may allow greater flexibility, including 
the ability to fine-tune models for specific use cases, they also may 
introduce additional risks with respect to bias, discrimination and 
other harms from use of genAI models. Closed models are often 
deployed only after pre-training, fine-tuning filtering and system 
prompting aimed to prevent the models from outputting harmful 
content.

While this is also true of some open models, legal counsel should 
note that open models are generally static (i.e., the weights are not 
continually updated and republished), and so harmful behavior 
of open models or known exploits of open models may not be 
regularly patched. In addition, open models are often fine-tuned to 
generate “uncensored” versions that remove many of the guardrails 
initially built into the open models. Those uncensored models may 
be able to better fit various use cases, but they also may increase 
the risk of harmful use.
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On the other hand, open models might in theory be more carefully 
managed and monitored to mitigate harms to an even greater 
extent than closed models due to the greater transparency of open 
models.

In summary, use of either closed or open genAI models comes with 
trade-offs. Legal counsel should therefore carefully track which 
genAI models are being used and have a thorough understanding 
of the applicable use cases, the provenance of such models and 

the applicable licensing terms, establishing clear governance 
frameworks, conducting continuous education and training and 
maintaining rigorous monitoring and security measures to help 
mitigate the risks and legal challenges associated with both open 
and closed models.
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